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6 Abstract—Today’s networks are quickly evolving toward
7 more dynamic and flexible infrastructures and architec-
8 tures. This software-based evolution has seen its peak with
9 the development of software-defined networking (SDN)

10 and network function virtualization (NFV) paradigms.
11 These new concepts allow operators to automate the setup
12 of services, thus reducing costs in deploying and operating
13 the required infrastructure. On the other hand, these novel
14 paradigms expose new vulnerabilities, as critical infor-
15 mation travels through the infrastructure from central
16 offices, down to remote data centers and network devices.
17 Quantum key distribution (QKD) is a state-of-the-art tech-
18 nology that can be seen as a source of symmetric keys in
19 two separated domains. It is immune to any algorithmic
20 cryptanalysis and is thus suitable for long-term security.
21 This technology is based on the laws of physics, which for-
22 bids us to copy the quantum states exchanged between two
23 endpoints from which a secret key can be extracted. Thus,
24 even though it has some limitations, a correct implementa-
25 tion can deliver keys of the highest security. In this paper,
26 we propose the integration of QKD systems with well-
27 known protocols and methodologies to secure the net-
28 work’s control plane in an SDN and NFV environment.
29 Furthermore, we experimentally demonstrate a workflow
30 where QKD keys are used together with classically gener-
31 ated keys to encrypt communications between cloud and
32 SDN platforms for setting up a service via secure shell,
33 while showcasing the applicability to other cryptographic
34 protocols.

35 Index Terms—Network functions virtualization;
36 Quantum key distribution; Software defined networks.

37 I. INTRODUCTION

38 T he nature of today’s network services has changed
39 drastically, moving from a monolithic vision, where
40 services were manually and statically configured across

41the infrastructure, toward a more flexible approach.
42Achieving such level of flexibility on traditional networks
43requires a software-based evolution, where network devi-
44ces are managed from remote offices, while some other de-
45vices are even physically replaced by software running in a
46distributed computing infrastructure. These new network
47paradigms, so called software-defined networking (SDN)
48[1] and network functions virtualization (NFV) [2], sub-
49stantially reduce the costs and the deployment time for
50both, setting up and operating the infrastructure to provide
51services to end users. However, these novel network para-
52digms use processes that have to communicate remotely
53and are implemented in commodity platforms. This makes
54them more vulnerable to different types of attacks [3,4]. In
55particular, certain sensitive information (e.g., entire virtual
56network functions, VNFs, configuration messages or files,
57etc.,) must be securely transferred from central offices to
58remote data centers and network devices. Securing this
59type of critical infrastructures is extremely important,
60as the undesired disclosure or modification of any control
61plane information can compromise the entire infrastruc-
62ture, affecting in different ways important data traversing
63the network.

64Quantum key distribution (QKD) is a suitable technol-
65ogy for securing network infrastructures [5]. It can be re-
66garded as two sources of synchronized random numbers
67that are separated in space, which communicate using qu-
68bit1 transmissions—usually embodied in single photons—
69over a physical channel (fiber or free space). The security of
70the symmetric keys produced by systems built around this
71technology is rooted in the physical layer, offering a distinct
72protection over the more traditional, algorithm-based secu-
73rity mechanisms. They are immune, by principle, to any
74algorithmic cryptanalysis. Having a QKD link is akin to
75extending the security perimeter of the installation to
76the optical fiber—the carrier of the quantum channel—
77connecting the emitter and receiver.

78In this work, we propose and demonstrate the inte-
79gration of QKD systems to secure novel network control
80plane technologies and protocols. Originally, the authors
81in [6] proposed the integration of QKD systems to encrypt
82VNF images before transmission as a way to secure the
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83 provisioning of virtualized services. Our work goes beyond
84 the demonstration in [6], proposing the integration of QKD
85 keys2 into cryptographic protocols that currently rely on
86 public key encryption for key exchange and not just using
87 QKD keys for offline encryption of VNFs (via private key
88 encryption). Furthermore, we include the coexistence of
89 conventional and quantum-based mechanisms to secure
90 the management communications in a realistic scenario,
91 setting up a functional service in a distributed environ-
92 ment as a final result. This solution helps to mitigate lim-
93 itations of QKD technology and allows for a double security
94 mechanism. Combining hybrid quantum (physical layer
95 security) and conventional (computationally difficult to
96 solve) methods to secure the control plane hardens the in-
97 frastructure and makes it extremely difficult to exploit
98 the side channels. Hybridization of conventional cryptosys-
99 tems and its benefits have been well-studied [7,8]. Because

100 QKD primitives have been demonstrated to be composable
101 [9] and are based on fundamentally different assumptions
102 than the conventional algorithms, they add a new security
103 layer. Composability guarantees that both cryptosystems
104 must be broken to compromise the key agreement. In
105 particular, the proposed hybrid solution inherits existing
106 certifications from the conventional security scheme [10],
107 while increasing the security with the integration of quan-
108 tum-based cryptosystems. To showcase this integration,
109 QKD-generated keys are combined with conventional keys
110 using Diffie–Hellman key exchange protocol within secure
111 shell (SSH) sessions for setting up a virtual network ser-
112 vice over a physical infrastructure. This physical infra-
113 structure includes an optical network such as the one
114 demonstrated in [11].

115 It is important to note that, despite our solution having
116 been integrated into SSH sessions for the service deploy-
117 ment, we also have demonstrated it into the secure socket
118 layer (SSL) and transport layer security (TLS) layer, which
119 is used to secure other protocols and sessions, e.g., hy-
120 pertext transfer protocol secure (HTTPS), secure copy
121 protocol (SCP), OpenFlow, network configuration protocol
122 (NETCONF), generalized multi-protocol label switching
123 (GMPLS), etc. Once again, this layer can integrate the hy-
124 brid solution into the key agreement (client/server), as long
125 as QKD has been deployed in the corresponding links.

126 The paper is organized as follows. Section II elaborates
127 upon existing QKD networks, exposing their limitations.
128 Section III introduces SDN and NFV, describing existing
129 architectures and vulnerabilities. Section IV proposes ex-
130 tensions in a Diffie–Hellman exchange for synchronizing
131 the quantum keys within an SSH session. Section V shows
132 the setup and workflow used for this demonstration.
133 Subsection V.C presents some results of our test, while
134 Section VI concludes this paper.

135 II. QUANTUM KEY DISTRIBUTION NETWORKS

136 QKD can be regarded as an additional physical layer to
137 an optical network that allows the creation of keys between

138the pairs of its quantum connected QKD systems in a way
139that is mathematically proven to be secure—an informa-
140tion theoretic secure (ITS) primitive. A correct implemen-
141tation of this technology can deliver keys of the highest
142security. However, the point-to-point nature of QKD brings
143limitations that do not affect the conventional cryptosys-
144tems. In particular, the same physical law that confers
145QKD its security also forbids the use of any signal ampli-
146fication or active components in the network, as they might
147affect the transmitted quantum state. This restriction
148causes limits in terms of reachable distances (or maximum
149absorptions) that QKD can tolerate [5].

150Current demonstrations in the literature show practical
151systems tolerating absorptions of around 30 dB (i.e., ap-
152prox. 150 km) and still producing a usable key rate [12].
153Demonstrations beyond these limits are laboratory experi-
154ments and not very realistic in practice, either because of
155extremely low key rates or requiring devices unsuitable as
156telecommunication equipment (e.g., cryogenic super-
157conducting detectors). On the other hand, a trusted node
158approach [13,14] easily could solve distance issues, consid-
159ering that any node is close enough to others to inter-
160connect the entire network. Similarly, quantum repeaters
161could tackle current distance issues in QKD, but it is a tech-
162nology not yet available that will take many years to ma-
163ture. Nonetheless, when considering real networks, the
164distance limit has a relative importance as long as the
165different security perimeters are connected. Operators
166assume that inside a security perimeter their nodes are
167secured. Distances between secure nodes are typically well
168within the QKD distance limits [15]. Also, network coding
169techniques can be used to increase the security and allevi-
170ate this problem when several paths are available [16].

171For its particular relevance to this work, we have consid-
172ered an optical network composed by three reconfigurable
173optical add–drop multiplexers (ROADM) interconnected in
174a triangle topology, as shown in Fig. 1. This particular top-
175ology was used in [11], where results demonstrated a quan-
176tum channel working in the core of a metropolitan area
177network, traversing the three nodes and sharing the same
178fiber with classical signals. It demonstrated that the quan-
179tum channel can tolerate enough noise to work with stan-
180dard equipment when care to insulate it is taken. In that
181demonstration, distances up to 10 km were considered be-
182tween nodes A and B. The distance between nodes B and C

F1:1Fig. 1. Optical network topology, composed by three ROADMs
F1:2showing the connection points of the different QKD systems.2Secret keys generated by a QKD system.
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183 was not significant in that setup from the coexistence point
184 of view and can be extended up to the maximum distance
185 dictated by the tolerable absorptions of the QKD systems.

186 III. SDN AND NFV SECURITY

187 As mentioned above, software-defined and virtualized
188 networks are vulnerable to multiple security threats [3,4].
189 Current SDN andNFVarchitectures and existing solutions
190 available in the market are based on logically centralized
191 systems that facilitate and optimize service management
192 from a single point. This approach can happen even in sev-
193 eral layers, bringing in architectures for orchestrating
194 physical [17] and virtualized [18] network resources in
195 multi-domain scenarios. However, such centralization and
196 remote control make these systems a single point of failure
197 where attackers can focus their efforts. Denial-of-service
198 attacks with far-reaching consequences are easier in this
199 structure. Other kind of attacks attempt to gather service
200 and configuration confidential information and to modify
201 it on-the-fly, thus affecting the behavior and performance
202 of the network and opening security holes (a modified
203 firewall allowing undesired access to a private network,
204 a virtual router dropping a service, a switch duplicating
205 the traffic, etc.).

206 To avoid the second group of attacks, current networking
207 protocols and architectures have been defined over secure
208 layers (see Fig. 2): SDN controllers and NFV management
209 and orchestration (MANO) solutions provide SSH and
210 HTTPS interfaces, NETCONF RPC goes over SSH,
211 RESTful APIs, OpenFlow and potentially GMPLS proto-
212 cols can use SSL/TLS-based solutions, etc. All these crypto-
213 graphic network protocols, even though they use private
214 (secret) key encryption to secure their communication
215 channels, ultimately rely on public key encryption schemes
216 when exchanging keys for the session. At the same time,
217 public key encryption security depends on the complexity
218 of solving certain mathematical problems (e.g., integer
219 factorization, elliptic curve or discrete logarithms). These
220 problems are exponentially difficult from a classical com-
221 puting perspective, whereas they are polynomial in quan-
222 tum computing [19]. QKD, if properly integrated in current

223cryptographic network protocols, can drastically increase
224the level of security in control plane communications. It
225also increases the long-term security (LTS) of the network
226because QKD is immune to quantum attackers [20].

227IV. SECRET KEY AGREEMENT AND QKD INTEGRATION

228Current network cryptographic protocols require several
229handshakes between server and client to establish certain
230parameters and policies for securing a session. This scheme
231allows client and server to choose and agree upon different
232methodologies and techniques to exchange important infor-
233mation privately and safely. Among many others, one of
234these agreements includes transferring a set of preferred
235key exchange protocols. These key exchange protocols are
236used to provide secret keys to remote entities to encrypt
237their subsequent connections via private key encryption
238algorithms. Upon transmission, it is agreed to use the first
239supported protocol by both ends, together with a hash func-
240tion. One of the most commonly used protocols for key
241exchange is Diffie–Hellman. Although there are different
242versions of this protocol, any of them requires the exchange
243of multiple messages between both endpoints. In this way,
244both ends share certain information over a public channel
245to generate a secret (private key).

246QKD key agreement3 works in a similar way. When com-
247municating two endpoints, one of them must extract a
248quantum key and its corresponding keyID from the QKD
249systems. Then, it transmits that ID (and potentially other
250important information) over an open and possibly non-
251secure channel (public information). This process, similarly
252to the Diffie–Hellman protocol, requires several messages
253to synchronize keys on both ends for inbound and outbound
254(bidirectional) communications. Therefore, due to these
255similarities, the integration of the QKD key agreement
256process together with the Diffie–Hellman protocol could
257be directly mapped if the exchanged messages are properly
258combined for both processes. To combine both solutions,
259Diffie–Hellman messages are extended and include new
260parameters, such as quantum keyIDs, to further secure
261the sessions.

262Figure 3 shows the Diffie–Hellman group1 (as an exam-
263ple) message exchange, integrating the keyIDs as a param-
264eter in the exchangedmessages. The workflow is as follows:

265• First, the node on the client side extracts a key for its
266outbound communication from the QKD systems. It can
267use a standard API or interface (e.g., [21]) or proprietary
268ones (as in [22]).
269• Then, in this example, the client sends the keyID (and
270potentially an initialization vector ID) to the server.
271• The server extracts the IDs and uses them to obtain the
272key for its inbound channel.

F2:1 Fig. 2. Abstract view of a control plane architecture including
F2:2 cloud/NFV and network orchestration and SDN control plane.

3Note that here we use the term “agreement” referring to the process of
identifying two previously exchanged keys.
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273 • Similarly, the server extracts a key for its outbound com-
274 munication and sends the appropriate ID to the client in
275 a response message.
276 • When the client receives thesemessages, it uses the ID to
277 extract the key for its inbound interface.
278 • Finally, after digesting the generated secret using the
279 agreed-upon hash function, a classical key is generated.
280 Both keys are combined via XOR (addition module 2) to
281 be used together to secure the channel, providing hybrid
282 quantum-classical security.

283 Although the proposed solution has been designed for
284 being integrated into the SSH cryptographic protocol, it
285 can be mapped to the SSL/TLS layer by inserting the
286 QKD key IDs into the client and server key exchange proc-
287 ess. This allows us to appropriately combine the keys at the
288 endpoints. Following Fig. 3, this mapping is done by replac-
289 ing _MSG_KEXDH_INIT by the server key exchange hand-
290 shake protocol and _MSG_KEXDH_REPLY by the client
291 key exchange handshake protocol, both within a TLS rec-
292 ord layer structure. This kind of mechanisms can be also
293 extended to use novel versions of key exchange protocols
294 and algorithms as they are developed. One of the most
295 popular solutions that potentially could be combined in
296 the hybrid scheme are postquantum cryptographic algo-
297 rithms. By postquantum we mean any cryptographic solu-
298 tion thought to be safe against quantum computing as far
299 as we know it today. Correctly used, the hybrid solution not
300 only provides a higher level of security by forcing an at-
301 tacker to break two completely different cryptosystems
302 to access the key, but, from an industrial point of view, it
303 also makes the adoption of QKD easier: If one of the two
304 cryptosystems is certified, the XOR of both inherits the
305 certification [10].

306 V. IMPLEMENTATION AND RESULTS

307 A. Testbed

308 To demonstrate the quantum-conventional integration
309 in existing protocols, we have built the setup shown in
310 Fig. 4. On the top left, we have built a simple cloud and
311 network orchestrator. This element locally receives virtual
312 topology requests, decomposes them into different smaller
313 topologies to be deployed in different servers/data centers,
314 and sends connectivity requests (intents) to the network

315controller. On each server, we have placed DockerNet
316[23] instances, creating container-based virtual networks.
317Using this platform, the user can automate the creation
318of hosts or even VNFs providing various services. The net-
319work controller (ONOS) receives requests from the orches-
320trator to connect the virtual nodes (within the data center
321topology) in the shape of intents. Once the request is de-
322ployed by the orchestrator, the user can access to its own
323virtual network, with node connectivity as initially re-
324quested. Regarding the physical infrastructure, we use the
325same optical equipment (Fig. 1) as part of our testbed to
326interconnect two endpoints in the data plane. For the pur-
327pose of this test, we assume that a quantum channel is
328given (similar to the one shown in [11]) and strictly sepa-
329rated from the data channel. Coexistence of quantum and
330classical signals in the same fiber, then, is not an issue,
331meaning that longer distances and larger rates than in
332[11] can be achieved. Attached to the optical equipment,
333we have two Juniper MX-240 routers, providing the con-
334nectivity between the two servers across the optical do-
335main. This underlying physical infrastructure (comprising
336carrier grade devices from IPand optical layers) is assumed
337to be configured.

338We have incorporated our proposed hybrid solution into
339SSH sessions in order to secure the deployment of the vir-
340tual infrastructure in a distributed scenario. The hybrid
341SSH sessions have been implemented using a Python
342library called paramiko, while the SSL/TLS layer was
343implemented using tlslite-ng. Any required configuration
344has been implemented as commands that are executed
345via SSH, restricting the client’s access to any other com-
346mand out of the workflow. The QKD systems have been
347emulated for this demonstration, deploying a software
348process that provides the same interface as ID3100 Clavis2
349(IDQ3P) [22] to share the key resources.

350B. Workflow

351The set of operations for the virtual infrastructure de-
352ployment is shown in Fig. 5. Initially, the orchestrator
353receives the instruction of deploying a new virtual infra-
354structure. This request is locally executed (e.g., by a system
355administrator) and clearly divided into two separated
356private networks: a local network, where users can access

F3:1 Fig. 3. Diffie–Hellman andQKDkey exchange protocol integration. F4:1Fig. 4. Demonstration scenario composed by two DockerNet
F4:2instances: an ONOS controller and an orchestrator.
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357 Ubuntu 14.04 containers, and a remote private network
358 placed in a data center offering web services. Both net-
359 works require virtual routers to be deployed on each side
360 to provide the connectivity to the public network with
361 external public IPs. Therefore, during the deployment
362 process, both topological information and configuration
363 commands are transmitted. After this initial deployment,
364 the orchestrator gathers hosts information (mac addresses,
365 attachment points, etc.) from both systems to create the
366 necessary connectivity requests for the controller. When
367 this information has been obtained, the connectivity is
368 established via the network controller. In our scenario,
369 we have an ONOS controller for the remote packet net-
370 work. If necessary, the orchestrator also could provision
371 a multi-layer path as demonstrated in [17], but in our dem-
372 onstration it is assumed to be preconfigured. After that, the
373 orchestrator enables connectivity among hosts via host-to-
374 host intents (mac address-based). Every message between
375 management elements in this workflow is encrypted via
376 SSH sessions with hybrid quantum and conventional keys
377 to secure the channel.

378 C. Experimental Results

379 To keep the parallelism with the infrastructure, as
380 shown in Fig. 1, we have created our distributed scenario
381 using two separate domains. One server emulates the
382 local private network, with different client hosts, a virtual
383 router, and the orchestrator instance. Another server em-
384 ulates a remote data center, with another virtual router
385 (could be multiple), multiple Nginx hosts providing web
386 services and a local SDN controller managing the connec-
387 tivity within the data center.

388 Figure 6 shows, as an example, a set of messages ex-
389 changed for each required SSH session. These messages
390 include first, a key exchange init sequence to agree on
391 the key exchange protocol to be used, and, second, a
392 Diffie–Hellman exchange init and reply messages. It also
393 includes encrypted packets and UDP messages containing
394 the keys extracted from the emulated QKD systems.
395 Figure 7(a) shows the proposed QKD Diffie–Hellman
396 (QKD-DH) group1 as a first choice in the key agreement

397process, while Fig. 7(b) shows the keyID and initialization
398vector ID for encrypting the outbound communication of
399the client within the Diffie–Hellman key exchange init
400message.

401To further demonstrate the proposed hybrid solution, we
402have implemented the integration of QKD keys into the
403SSL/TLS layer, incorporating the hybrid security into a
404different cryptographic protocol. Figure 8 shows the initial

F5:1 Fig. 5. Distributed virtual infrastructure deployment and con-
F5:2 figuration workflow.

F6:1Fig. 6. SSH message exchange and IDQ3P key extraction mes-
F6:2sages for setting up the virtual infrastructure.

F7:1Fig. 7. (a) Key exchange init message with the QKD-DHmethod.
F7:2(b) Payload in the Diffie–Hellman exchange including key ID and
F7:3initialization vector ID.

F8:1Fig. 8. Capture of the SSL/TLS messages, showing the exchange
F8:2of QKD key IDs for obtaining hybrid keys for combined security.
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405 exchange of messages between the client and the server for
406 the subsequent secure communication of different applica-
407 tions (in our case, HTTPS). The capture shows the key ex-
408 changes between server and client, where we have included
409 the QKD key IDs (by extending the messages). More spe-
410 cifically, we have extended the key exchange (client/server)
411 handshake protocol within the TLSv1.2 record layer. Both
412 messages contain byte arrays that can be extended to
413 include more information. Using this flexibility, we have
414 concatenated the QKD key IDs at the end of this structure
415 to be included in the key exchange process (QKD key IDs
416 highlighted in red). The UDP messages, in the Diffie–
417 Hellman exchange, correspond to the key extraction proc-
418 ess from the emulated QKD systems.

419 Additionally, to illustrate how the service has been suc-
420 cessfully deployed, Fig. 9 shows some OpenFlow messages
421 between the virtual switches and the data center controller
422 (ONOS), the three intents pushed in the controller via SSH
423 interface from the orchestrator and the topology discovered
424 by the network controller, with the intents highlighted. A
425 capture taken inside the private domain to display the http
426 traffic between a client and the data center also is shown in
427 Fig. 10. Note that, even though the OpenFlowmessages are
428 not encrypted, the same hybrid method used to encrypt the
429 SSH channel, could be used to encrypt OpenFlowmessages
430 over SSL (if QKD systems are available within the secure
431 perimeter of the switches). The time required to deploy the
432 distributed container-based topology was around 11 s, con-
433 sidering that the management network has a latency aver-
434 age of 200 ms between servers. Obtaining a key from a
435 QKD layer has no delay penalties unless the key store is
436 empty. In this case, it is up to the quality of service defined
437 to either drop the session and wait until there are available
438 keys or keep the session using conventional security alone.
439 For this demonstration, we have selected the second option,

440showing a log message to the orchestrator in case the SSH
441session does not use QKD keys.

442VI. CONCLUSION

443Software-defined networking and network virtualization
444techniques are rapidly evolving and being integrated into
445real networks. This situation, although promising in terms
446of cost reduction in network deployment and operations,
447comes along with certain security vulnerabilities that need
448to be tackled. In this work, we propose a method to inte-
449grate QKD systems in modern network infrastructures
450and cryptographic protocols to secure a network’s control
451plane operations. This can be done while keeping the old
452protocols or adding new, postquantum ones, thus providing
453hybrid solutions. This also allows us to leverage existing
454certifications: the augmented system is never worse than
455the certified one. The net result is an increased security
456level and a network much more resilient to side channel
457attacks. Furthermore, we demonstrate our QKD-DH pro-
458posed solution by incorporating it into SSH sessions used
459for setting up a network and infrastructure service in a dis-
460tributed scenario.
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